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Abstract—Automatic TV commercial block detection (CBD) and
commercial block segmentation (CBS) are two key components of
a smart commercial digesting system. In this paper, we focus our
research on CBD and CBS by the means of collaborative exploita-
tion of visual-audio-textual characteristics embedded in commer-
cials. Rather than utilizing exclusively visual-audio characteristics
like most previous works, an abundance of textual characteris-
tics associated with commercials are fully exploited. Additionally,
Tri-AdaBoost, an interactive ensemble learning manner, is pro-
posed to form a consolidated semantic fusion across visual, audio,
and textual characteristics. In order to segment a detected com-
mercial block into multiple individual commercials, additional in-
formative descriptors including textual characteristics are intro-
duced to boost the robustness in the detection of frame marked
with product information (FMPI). Together with the characteris-
tics of audio spectral variation pointer and silent position, FMPI
can provide a kind of complementary representation architecture
to model the similarity of intra-commercial and the dissimilarity
of inter-commercial. Experiments are conducted on a large video
dataset from both China central television (CCTV) channels and
TRECVID’05, and promising experimental results show the effec-
tiveness of the proposed scheme.

Index Terms—Commercial detection, commercial segmentation,
multi-modal fusion, text detection, video analysis.

I. INTRODUCTION

A S one of the most effective, pervasive, and popular means
of promoting products or services, TV commercials have

become an inescapable part of modern life, significantly influ-
encing our work habits and other aspects of life. In essence, a
commercial can be interpreted as a special TV program which
attempts to communicate up-to-date “product” information to a
tremendous number of consumers simultaneously and generate

Manuscript received October 31, 2010; revised March 22, 2011 and June
06, 2011; accepted June 14, 2011. Date of publication June 23, 2011; date of
current version September 16, 2011. This work was supported in part by 973
Program (No. 2012CB316401), National Science Foundation of China (No.
61025013, No. 61172129), Sino-Singapore JRP (No. 2010DFA11010), Beijing
Natural Science Foundation (No. 4112043), and Fundamental Research Funds
for the Central Universities (No.2009JBZ006-3). The associate editor coordi-
nating the review of this manuscript and approving it for publication was Dr.
Zhu Liu.

N. Liu, Y. Zhao, and Z. Zhu are with the Institute of Information Science, Bei-
jing Jiaotong University, Beijing 100044, China, and also with the Beijing Key
Laboratory of Advanced Information Science and Network Technology, Bei-
jing 100044, China (e-mail: 05112073@bjtu.edu.cn; yzhao@bjtu.edu.cn; zh-
fzhu@bjtu.edu.cn).

H. Lu is with the Institute of Automation, Chinese Academy of Sciences,
Beijing 100080, China (e-mail: luhq@nlpr.ia.ac.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMM.2011.2160334

sustained appeal in their minds even long after the span of the
commercial campaign. Therefore, tens of thousands of commer-
cials are produced and broadcasted on many TV channels to pro-
mote a variety of new commodities or services.

Meanwhile, benefiting from the rapid development of mul-
timedia acquisition and storage technologies, people can con-
veniently record more and more commercials through various
multimedia devices for time-shifted easy access and consump-
tion if necessary. However, owing to the insufficiency of effec-
tive video content analysis techniques, the explosive growth of
recorded commercials results in critical demands for the actual
applications of smart commercial digesting systems (CDS) for
different user groups, such as TV viewers, media professionals,
governing bodies, and advertisement companies. For the TV
viewers who are likely to use the digital TV set-top boxes to
record broadcast videos, it is deeply desirable to design a pow-
erful CDS to help them remove commercial blocks from the
general programs to maintain a normal watching mode. Fur-
thermore, the CDS may assist media professionals in quickly
retrieving, browsing, and indexing daily updated commercials
for the purpose of information acquirement. As the crux of an
effective CDS, commercial block detection and segmentation
have drawn lots of attention in recent years and comparative ef-
forts have been devoted to these areas.

A. Commercial Block Detection (CBD)

Commercial block detection, which automatically detects
commercial blocks from broadcast videos based on some in-
trinsic commercial characteristics, has become an indispensable
component of a smart CDS. Generally, two key challenges re-
lated to CBD are: 1) designing the unique semantic descriptors
to reflect the intrinsic characteristics of commercials versus
general programs; and 2) developing an effective discrimination
model based on the exploitation of these descriptors. Some
previous studies treat CBD as a heuristic rule-based problem
that a series of broadcast editing rules, such as the occurrence of
black/silent frames among individual commercials [1], [2], the
absence of TV station logos [3] or subtitles [4] in advertising
time, and their combinations [5], are required to be available
prior to performing detection. This approach, however, heavily
depends on the specified rules and would fail in some countries,
especially Asia, where few of these rules are used to indicate
the start/end positions of commercial blocks. Furthermore,
whereas some recognition-based methods [6]–[9] achieve
excellent performance on CBD resorting to the robust video
fingerprint and efficient indexing structure, their disadvantage
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is fairly obvious in that they are unable to cope well with those
unregistered commercials.

Aiming at alleviating these aforementioned problems, a more
recent attempt, called learning-based method [10]–[17], has
been developed by exploring various semantic characteristics
associated with commercials versus general programs. Prior
to automatic online commercial detection, a large number of
training samples are utilized to learn a discrimination model.
For instance, Hua et al. [13] and Zhang et al. [14] extracted
some unique context-based audio-visual features from each shot
considering the temporal information along with its contextual
parts. Moreover, Mizutani et al. [15] fused audio/visual/tem-
poral-based local features of commercials in the context of
their global temporal characteristics to detect commercial
blocks. To the best of our knowledge, few studies have paid
attention to the exploitation of textual information appearing
in the commercial frames, which is one of the most distinct
characteristics to differ commercials from general programs.
Although some plain cases of its applications, e.g., simply
employing the locality information of text occurrence, have
been proposed [15], [16], an in-depth research on mining this
kind of intrinsic characteristic for characterizing commercials
was rarely explored.

B. Commercial Block Segmentation (CBS)

On the basis of CBD, commercial block segmentation refers
to automatically segmenting the detected commercial block into
several individual commercials, utilizing some diverse multi-
modal cues which are capable of demonstrating the essential dif-
ferences between the intra-commercial and inter-commercial.
However, it is definitely non-trivial to discover these cues for
some countries, especially Asia, since there is seldom a clear
semantic unit, such as the occurrence of black frames among
the individual commercials, to tell where to locate the actual
boundaries. On this point, how to extract them has posed a great
challenge on the successful CBS scheme.

For the sake of the great difficulty in presenting some ef-
fective descriptors to characterize these intrinsic cues for CBS,
only a few studies [18]–[20] have concentrated on this research.
To determine the boundaries for each individual commercial,
two kinds of mid-level descriptors, named audio scene change
indicator (ASCI) and frame marked with product information
(FMPI), respectively, were proposed by Duan et al. [18], [19]
to extract the audio-visual discriminatory characteristics. Fur-
thermore, Wang et al. [20] extended FMPI and ASCI to the task
of segmenting multiple types of TV programs including com-
mercial, news program, and sitcom, and presented a descriptor
of textual content similarity (TCS) to model the intra-program
similarity and inter-program dissimilarity in terms of automatic
speech recognition (ASR) or machine translation (MT) tran-
scripts.

However, the descriptor of TCS may not be suitable for CBS
due to the following reasons. Firstly, the extensive use of back-
ground music in commercials may degrade the performance of
ASR, causing numerous false alarms in the transcripts [21]. Sec-
ondly, the quality of MT transcripts is occasionally not satisfac-
tory due to the bottleneck of multi-linguistic machine translation
technique. Despite the fact that promising experimental results

Fig. 1. Proposed unified solution for CBD and CBS based on the collaborative
exploitation of visual-audio-textual characteristics.

have been reported, there is still room left for exploiting some
essential characteristics, such as textual information appearing
in the commercial frames and other high-level audio spectral
variation properties, which have not been fully considered but
account for much of CBS.

C. Our Solution for CBD and CBS

The main goal of our research is to provide a unified so-
lution for CBD and CBS by collaboratively exploiting the vi-
sual-audio-textual characteristics. The framework is illustrated
in Fig. 1, demonstrating an integral scheme to robustly locate the
overlay texts in commercials, detect commercial blocks from
broadcast videos, and segment them into multiple individual
commercials.

To address the aforementioned issues, the following points
highlight several contributions of this paper:

• The extensive use of overlay texts in commercials is a
type of unique characteristic for commercials versus gen-
eral programs. However, their appearances are much more
diversified than the close-captions in general programs,
resulting in the great difficulty of automatically locating
them. To pave the way for in-depth textual characteris-
tics analysis for CBD and CBS, we present an enhanced
co-training-based commercial text detection approach by
interactively exploiting the intrinsic correlation of multiple
texture representation spaces.

• Aside from exclusively employing the commonly used vi-
sual-audio characteristics in CBD, some intrinsic textual
characteristics associated with commercials but rarely pre-
sented in general programs are fully exploited via ana-
lyzing the spatio-temporal properties of overlay texts in
commercials. Moreover, Tri-AdaBoost, an interactive en-
semble learning approach, is proposed to form a consoli-
dated semantic fusion across the concurrent visual, audio,
and textual characteristics.

• In order to segment the detected commercial block into
multiple individual commercials, additional informative
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Fig. 2. Proposed CTD scheme based on the enhanced co-training strategy.

descriptors including textual characteristics are introduced
to boost the robustness of the FMPI detection proposed in
[18] and [19]. Together with the characteristics of audio
spectral variation pointer (ASVP) and silent position (SP),
FMPI provides a kind of complementary representation
architecture to describe the intrinsic characteristics of
inter-commercial versus intra-commercial.

• Comprehensive experiments are conducted on a size-
able video data collection from China central television
(CCTV) channels and TRECVID’05, indicating that the
proposed unified solution for CBD and CBS is very con-
vincing.

The remainder of this paper is organized as follows: Section II
introduces the proposed method for commercial text detection.
In Sections III and IV, we present the intrinsic visual-audio-
textual characteristics associated with commercials as well as
the means of collaborative exploitation of them for CBD and
CBS, respectively. Section V presents the experimental results
and performance analysis. Section VI concludes this paper.

II. COMMERCIAL TEXT DETECTION

The use of the overlay texts in the salient areas of commercial
frames is an unequaled semantic characteristic of commercials
versus general programs. For the purpose of utilizing this kind of
textual cue, the locality information of commercial texts needs
to be acquired prior to forming the textual descriptor. But, the
traditional text detection methods like the heuristic means [22]
cannot be served as an effective solution for commercial text
detection (CTD) due to the complex and diverse appearances of
these texts. For instance, various kinds of text blocks appearing
in commercials always hold different colors, font sizes, and
slantwise directions and embed in much complex backgrounds.
To circumvent these problems, we propose a CTD scheme as
shown in Fig. 2 based on an enhanced co-training strategy.

A. Overview of the Proposed Scheme

We pose CTD as a supervised texture classification problem.
To boost the ability of discrimination of the text areas from
complex backgrounds, an enhanced co-training strategy is in-
troduced by exploiting the intrinsic correlation between two
conditional independent texture representation spaces, i.e., fre-
quency domain by wavelet transform and spatial domain based
on gray-level co-occurrence.

As illustrated in Fig. 2, the proposed scheme utilizes a small
sliding window with the size of 16 16 to scan the input frame.
Then, the fused SVM classifier with enhanced co-training
strategy is applied to classify the pixels located in the window
into text or non-text area based on the analysis of their texture
properties. Specifically, to detect the texts with various sizes,
we generate a pyramid of frames from the original frame by
gradually changing the resolution at each level. Then, the
extracted text blocks of each level are refined based on some
constraint conditions [23], [24], and further projected to the
original scale to form the final detection result.

B. Enhanced Co-Training Strategy

The co-training strategy [25] is a kind of algorithm that com-
bines the multi-view and semi-supervised learning into one uni-
fied framework. Only based on small amount of labeled as well
as a vast amount of unlabeled data, it provides an effective way
to construct a robust classifier from two conditionally indepen-
dent views of the data, which deliver diverse and complemen-
tary information for the sample. That is, two initial classifiers are
separately built from each view and then updated incrementally
in each iteration using the unlabeled examples with the highest
prediction confidence in each view. Once the pre-defined iter-
ation condition is satisfied, the weighted linear combination of
the output classifiers will give a consolidated decision for the
multi-view representation spaces.

Although the successful applications of the co-training algo-
rithm have been reported in several aspects such as multi-modal
fusion and web page classification, there still exist some disad-
vantages that may degrade the performance of the trained clas-
sifiers. That is, noisy samples will be brought into the training
set due to the inevitable false alarms existed in instance labeling
process in each iteration. In the case of CTD, the existence of
a large number of indistinguishable samples, which are hard to
be correctly classified as text or background areas by classifiers
built in co-training process, may lead to bringing more noisy in-
stances into training data collection. To alleviate this problem,
we integrated the Bootstrap [26] algorithm into the co-training
strategy. In other words, we select those misclassified negative
samples, which are considered to be the most informative ones,
as the incrementally labeled negative instances in each iteration,
whereas no positive samples are selected in the iteration process.
Moreover, the new collected samples are collaboratively pro-
vided to other views for the purpose of interactive learning. The
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Fig. 3. Proposed CBD scheme based on the collaborative exploitation of visual, audio, and textual descriptors.

more detailed elaboration on the enhanced co-training strategy
can be referred to Algorithm I.

ALGORITHM I: ENHANCED CO-TRAINING STRATEGY FOR CTD

Input: a set of labeled samples and with the
subscripts denoting frequency domain and spatial domain,
respectively, unlabeled sample set (without positive
instances) , the validation set , and the maximum
iteration number .
Enhanced Co-Training Procedure:
1) Learn the classifiers and based on and ,

respectively.
2) For

2.1) Label by the classifiers and
and collect the mislabeled samples and
classified as positive instances, respectively.
2.2) Update the training sets
and .
2.3) Learn the classifiers and based on
and , respectively.

3) Calculate the precisions of and (denoted
by and , respectively) based on .

4) Output the final combined classifier
with weights

and .

III. COMMERCIAL BLOCK DETECTION

The proposed CBD method based on the collaborative ex-
ploitation of visual-audio-textual characteristics is illustrated in
Fig. 3. The video stream is first segmented into a sequence of
shots, from which three kinds of mid-level descriptors [i.e., vi-
sual change on frame sequence (VCFS), audio content consis-
tency representation (ACCR), and text pattern variation indi-
cator (TPVI)] are extracted to describe the intrinsic character-
istics of commercials versus general programs. Then, to de-
termine whether or not these shots belong to commercial, the
Tri-AdaBoost strategy with consideration of exploiting the com-
plementary semantics across visual, audio, and textual charac-

teristics is investigated to form a consolidated semantic fusion
of them. Ultimately, the postprocessing module is triggered out
to further reduce the false alarms.

A. Visual-Audio-Textual Characteristics Analysis

To make use of the intrinsic visual, audio, and textual char-
acteristics of commercials versus general programs, a variety of
mid-level descriptors are extracted from each shot by exploiting
various spatio-temporal properties.

1) Visual Change on Frame Sequence (VCFS): Commercial
can be interpreted as a sort of special TV program that attempts
to communicate some commodity or service information over a
considerably limited duration. As a result, the spatial and tem-
poral variations in visual contents of commercials tend to be
more drastic than those in general programs. Thus, accounting
for these latent semantics, we propose a type of mid-level de-
scriptor, VCFS, to delineate the local and global visual varia-
tions for each shot and its contexts.

As shown in Fig. 3, a series of key frames are equally sampled
from each shot with 30-frame interval. Aiming at the construc-
tion of a salient descriptor, various local and global properties
are exploited with frame-level multi-scale sliding windows.
With respect to the local information, each frame is partitioned
into blocks and then a set of local properties, including
HSV histogram (6 dimensions), edge change ratio [13] (2 di-
mensions), and gray-scale frame difference [13] (2 dimensions),
are extracted from each block to form the local representation
vector of each key frame. In addition, the 18-dimensional
global HSV histogram is adopted to construct the global vector

. Then, the first- and second-order statistical moments of
the variation on across multiple frames

contained in a sliding window with a certain scale are
given as

(1)
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where is half the size of the sliding window. For each shot,
the VCFS descriptor is defined as the mean of and
over all the key frames within a shot, and we have

(2)

Thus, by integrating both local and global visual variation in-
formation, a 432-dimensional VCFS feature vector is obtained,
given the empirical parameter setting as , ,
and .

2) Audio Content Consistency Representation (ACCR): The
audio modality of commercials is another informative cue to
differing them from general programs. That is, many commer-
cials feature songs or melodies that generate sustained appeal,
which may remain in the minds of TV viewers even long after
the span of the commercial campaign. Although some enter-
tainment programs show similar characteristics, the transfer fre-
quency among different kinds of voice (e.g., male to female,
music to speech) is considerably drastic. Thus, we use ACCR
for each shot to characterize the spectral-temporal audio varia-
tions.

For each visual shot, the audio stream is first segmented into
a sequence of 20-ms-long non-overlapping frames and then
every 50 frames are combined into a 1-s length of non-over-
lapping audio clip, from which a collection of features
such as 60-dimensional timbre texture features [27] (e.g.,
spectral centroid, flux, MFCC), 28-dimensional psychoa-
coustic features [28] (e.g., spectral flatness, sharpness), and
other 20-dimensional low-level features [28] (e.g., bandwidth,
fundamental frequency), are extracted to provide a semantic
interpretation of the audio contents. Similar to the VCFS, the
first- and second-order statistical moments and
of the variation on are calculated according to (1). Then,
as in (2), the 432-dimensional ACCR vector [the mean of

and over all audio clips in a shot] can be formed.
In this case, denotes the total number of audio clips within a
shot and , half the size of sliding window, is empirically set
to be {5, 10, 15, 20}.

3) Text Pattern Variation Indicator (TPVI): As we know,
commercial is one of the most important media forms to
convey commodity, service provision, or brand information
to consumers. For the purpose of reinforcing impression of
the promoted products through the advertisements, a large
number of text blocks, such as brand names and catch-phrases,
are presented in the salient areas for a rather limited time to
highlight their names or functions. But these texts are extremely
unwonted in the majority of general programs, except some
close-captions that appear in the bottom of the frames as shown
in Fig. 4. Even though there are a certain number of texts
to appear in the central areas in some news programs, their
duration is also much longer than that in commercials because
the TV viewers need sufficient time to catch their meaning
along with the contextual contents of the news. As a result, the
occurrence frequency of text blocks can be reasonably taken
to form an effective descriptor to discriminate commercials
from general programs. In addition, the variation patterns of
text blocks in commercials are usually more complex than
those in general programs, in terms of the occurrence location,

Fig. 4. Statistical distribution of text area positions for commercial and general
program. (a) Commercial. (b) General program.

Fig. 5. Different variation patterns of text blocks in commercials, news pro-
grams, and dramatic TV series.

font size, and orientation (see Fig. 5). However, to the best of
our knowledge, few works have concentrated on the in-depth
research on this type of textual information in CBD, except
some simple applications [15], [16].

To make insight into this kind of textual characteristic, a novel
textual descriptor, named TPVI, is proposed to extract the oc-
currence frequency and variation patterns of the overlay texts
in commercials. To construct TPVI, we first employ our pro-
posed CTD scheme to obtain a binary text area image
for each key frame (see Fig. 6). Note that the key frame here
is simply chosen as the middle frame of each shot rather than
the multiple key frames as mentioned in VCFS. Then, based on
the statistical analysis of the set of binary images as shown in
Figs. 4 and 5, five kinds of significant features are introduced,
employing shot-level multi-scale sliding windows to repre-
sent the frequency and variation patterns of the overlay texts in
commercials.

Ratio of Text Area (RTA, 62 Dimensions): The weighted
ratio of the text areas to the whole video frame can be taken as
an important indicator of the quantity of text occurrence, which
is given by

(3)
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Fig. 6. Examples of text area images of commercial key frames.

where , , and are the size and center of ,
respectively. Then, we utilize the RTA, which consists of the
temporal density ( ) and the variance in unit time ( ) of the
weighted ratio of text blocks appeared in a sliding window, to
reflect the text occurrence frequency characteristic. They are de-
fined as

(4)

where is half the size of the sliding window and is
the length of each shot within the window.

Local Text Area Indicator (LTAI, 320 Dimensions): Con-
sidering the local distribution information of text areas, we par-
tition into blocks. Then LTAI can be defined
as the ratio-based temporal density and variance in unit time of
each block over multi-scale sliding windows.

Text Block Frequency (TBF, 30 Dimensions): In essence,
the TBF is the same indicator as RTA but with different granular
representation; in other words, the quantity of text blocks in a
key frame is used to substitute for in (4).

Text Orientation Histogram (TOH, 33 Dimensions): The
moment of inertia [29] is first applied to calculate the orientation
of each text block. Then we employ a histogram with three bins,
which correspond to horizontal, vertical, and slantwise direc-
tions, respectively, to delineate the orientation distribution of the
text blocks appeared in each key frame within a sliding window.
Subsequently, the TOH is characterized as the temporal density
and the variance in unit time for each bin over the multiple his-
tograms.

Randomness of Text Occurrence (RTO, 10 Dimensions):
As clearly shown in Fig. 5, the occurrence patterns of text blocks
in commercials are revealed to be more random compared with
those in general programs. Thus, the randomness of text occur-
rence can be described as

(5)

Fig. 7. Interactive training process of Tri-AdaBoost across visual, audio, and
textual characteristics.

where denotes the binary sign function and is a scale
parameter with the constraint of .

Finally, based on the five kinds of features described above,
we obtain a combined 455-dimensional TPVI descriptor with
the empirical parameter setting as and .
Particularly, two types of sliding windows are used for the key
frame sequence. The first one is based on the total number
of the key frames contained in the sliding window and

in our experiments; the other one is simply based on
the temporal duration from 5 s to 30 s with 5-s interval. The goal
of employing the second type of sliding window is to avoid the
effect of the possible absence of text blocks in some commercial
shots.

B. Tri-AdaBoost Fusion Strategy

As one of the most popular ensemble learning algorithms,
AdaBoost [30] is designed to sequentially select a set of weak
learners to form a strong classifier and maintain a distribution
or set of weights over the training set. All weights are initially
set to be uniform, but in each iteration, the weights of the incor-
rectly (correctly) classified examples are increased (decreased)
by a penalty item so that the weak learner is forced to put more
attention on the “hard” examples in the training set.

Considering the concurrent visual, audio, and textual char-
acteristics associated with commercials, the proposed Tri-Ad-
aBoost as in Fig. 7 refers to the interactive ensemble learning
process across multiple modalities to form a consolidated
semantic fusion by interactively exploiting the complementary
semantics embedded in these characteristics, which is the
key difference from the traditional AdaBoost strategy. The
pseudo-code for Tri-AdaBoost is shown in Algorithm II. It
is noteworthy that Zhou et al. [31] have presented a similar
Tri-Training strategy for semi-supervised learning, but their
work concentrated mainly on selecting unlabeled instances in
an interactive voting manner.
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ALGORITHM II: TRI-ADABOOST FOR COLLABORATIVELY

EXPLOITING THE VISUAL-AUDIO-TEXTUAL CHARACTERISTICS

Input: a set of training samples
and validation set , where

denotes the different modalities and
. denotes the maximum iteration number.

Tri-AdaBoost Procedure:
1) Initialize the weights of training samples for each

modality by .
2) Do for each iteration

2.1) Do for each modality
— Utilize the WeakLearn to train the weak learner

.
— Calculate the error rate of by

.
— Set the coefficient by

.
2.2) Do for each modality
— Update the weights by

, where

,

and is a counting function.
— Normalize the weights , where

is a normalization factor.
3) Do for each modality

3.1) Construct the ensemble of

where

3.2) Calculate the error rate of based on

4) Output , where

.

In order to convey the complementary semantics across mul-
tiple modalities into the ensemble learning process, we intro-
duce a scale factor into the penalty item of the th training
sample on the th modality for the weight . That is, the
penalty degree of the weight is controlled by the scale factor

which is determined by the number of all weak learners
( , 2, 3) achieving the agreement with at the th it-

eration. With exploitation of complementary semantics, we can
select the “hardest” samples that are misclassified by ( ,
2, 3) from the training set and place bigger weights on them.
Thus, the new trained weak learners will be forced to focus on
the “hardest” examples in the next iteration to achieve better
generalization ability. Note that the WeakLearn mentioned in
Algorithm II denotes the selection strategy for the optimal weak
learner that can minimize the error rate based on .

Fig. 8. Postprocessing for refinement of Tri-AdaBoost-based commercial shot
classification.

C. Postprocessing

Although a variety of semantic mid-level descriptors and an
effective fusion strategy are proposed in our scheme, the false
alarms are still inevitable due to the influence of the commer-
cial shots without typical advertisement characteristics. Nev-
ertheless, the nature that a certain number of commercials are
broadcasted sequentially to form a commercial block provides
an effective solution for us to refine the classification results by
maintaining the temporal consistency of the occurrence of com-
mercial shots in these blocks.

Fig. 8 illustrates the postprocessing for refinement of Tri-Ad-
aBoost-based commercial shot classification. Suppose that
denotes the unified representation of visual-audio-textual de-
scriptors for each testing shot , the classification likelihood
score and corresponding label are given by
and , respectively. To further reduce the potential false
alarms in a sequence of shots , the post-
processing procedure for is triggered by calculating the av-
erage score as

(6)

where and are the total number of the shots contained
in the left and right half side of the sliding window with
seconds. Then the re-evaluated label for is determined
by . Particularly, to avoid eliminating the actual transi-
tion between commercials and general programs, a constraint
condition is consid-
ered for prior to calculating . If this constraint condition
is not satisfied, is directly thrown into a candidate sequence

comprised of its all successive
shots that also violate the constraint condition. Then we can de-
termine the actual transition position in the can-
didate sequence based on , where

. For each shot , , the
can be given by and

for .

IV. COMMERCIAL BLOCK SEGMENTATION

Given the commercial blocks obtained through CBD, they
need to be further segmented into multiple individual commer-
cials. Aimed at providing a solid basis for further individual
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Fig. 9. Proposed CBS scheme based on the collaborative exploitation of the
intrinsic visual-audio-textual characteristics.

Fig. 10. FMPI and general commercial frames. (a) Some examples of FMPI
frames in commercials. (b) Several instances of general commercial frames.

commercial retrieval, the collaborative exploitation of the in-
trinsic visual-audio-textual characteristics for CBS is proposed
as in Fig. 9.

A. Visual-Audio-Textual Characteristics Analysis

To take advantage of these intrinsic characteristics for mod-
eling the similarity of intra-commercial and the dissimilarity
of inter-commercial, we propose a variety of unique semantic
descriptors by collaboratively exploiting the intrinsic visual,
audio, and textual semantic cues.

1) FMPI Frame Detection: FMPI frame is a sort of special
frame to highlight the promoted “product” information in com-
mercials by leveraging the close-up on products or company
logos accompanying with simple even monochromatic back-
ground and large number of overlay texts for reinforcing the TV
viewers’ appeal of the names or features of these products. To
understand the FMPI frame better, we show in Fig. 10(a) sev-
eral examples of FMPI frames, which demonstrate the explicitly
different appearances from those in general commercial frames
[see Fig. 10(b)].

Indubitably, the presence of FMPI frames, which generally
appears around the end of individual commercials, can be rea-

Fig. 11. Illustration of polar coordinate-based frame partition strategy for the
24-bin polar-like histogram.

sonably taken to form an effective descriptor for CBS [18], [19],
which indicates a series of potential positions for the boundaries
of individual commercials. To utilize this kind of semantic in-
formation, Duan et al. [18], [19] resorted to the combination of
texture, edge, and color features to represent an FMPI frame.
Although their method achieved promising detection results, it
only concentrated on some visual features. As one of the most
distinct characteristics, the textual semantic information was not
considered in their work. Accordingly, in order to reinforce the
discrimination ability of FMPI frames, we propose an enhanced
FMPI representation by exploiting the intrinsic visual and tex-
tual characteristics.

Text Descriptor: It is worth noting that the statistical in-
formation of the overlay texts in FMPI frames is one of the
most significant characteristics, which has potential ability to
improve the performance of FMPI detection, but it was not fully
considered in [18] and [19]. As shown in Fig. 10, the overlay
texts always appear in the central area of FMPI frames. Thus,
their occurrence positions can provide us an explicit semantic
cue to discriminate FMPI frames from general ones. To utilize
this kind of textual information, we first resort to the binary text
area image generated by our proposed CTD method for each key
frame to obtain the locality information of these texts. Then, the
weighted ratio of the text areas to the whole video frame [see
(3)], the quantity of text blocks, as well as the mean and variance
of the distance and angle of each text block to the center of the
video frame are extracted to describe the global distribution in-
formation. Regarding the local property, we partition
into 4 4 blocks and employ the ratio of the text areas to each
block to form the spatial representation of text areas.

Edge Descriptor: An edge direction histogram of 8 bins
is employed to record the global edge directions quantized at

interval. Moreover, to reinforce the representation of edge
locality information [18], [19], the edge image is divided into
3 8 regions according to the distance and angle of the pixels to
the center of the video frame (see Fig. 11). For each region, the
edge density is extracted to form a 24-bin polar-like histogram
to reflect the spatial distribution of edge points.

Corner Descriptor: The corner descriptor, which was also
neglected in [18] and [19], is a type of intrinsic semantic cue
for characterizing the details of FMPI frames. Specifically, the
24-bin polar-like histogram is employed based on the corner
detection results.

Color Descriptor: We exploit the dominant color features
as presented in [18] and [19] to describe the color coherence
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information of the frame as well. In addition, the first max-
imum bins of the histogram with is
selected as a compact representation to describe the global color
distribution information.

Texture Descriptor: The slight difference in contrast to the
texture descriptor mentioned in [18] and [19] is that, in addi-
tion to utilizing the mean magnitudes of Gabor transform coef-
ficients, the magnitudes variance of them are also considered to
describe the homogeneity of texture.

Given the above five kinds of intrinsic textual and visual char-
acteristic descriptions for FMPI frames, we can obtain a com-
bined 266-dimensional FMPI descriptor . We straight-
forwardly apply the SVM classifier to form a final decision

for the generated from each shot.
2) Audio Spectral Variation Pointer (ASVP): As we know,

in order to generate more impressive appeal in the TV viewers’
mind from the huge collection of advertisements, different
commercials generally hold many distinct audio character-
istics, such as the use of diverse background music, sound
effects, and voice-over narrations. These intrinsic characteris-
tics directly lead to the drastic spectral variations between two
connection commercials, but keep consistent in each commer-
cial. Consequently, this kind of audio spectral variation (ASV)
characteristic associated with the transitions between two
adjacent commercials can provide us another cue to segment
commercial block into multiple individual commercials.

To determine the audio content change positions, the audio
descriptor ASCI has been proposed in [18] and [19] resorting
to hidden Markov model (HMM) based on some simple audio
features. However, these plain audio representations cannot
exactly describe the complicated spectral variations in commer-
cials, e.g., the transfer between different background music.
Consequently, we propose a new descriptor, named ASVP, to
delineate the spectral content variations around the boundary
for each individual commercial. In order to construct the salient
audio representation, we utilize a collection of high-level
spectral features, i.e., in ACCR, which are widely used
in music information retrieval [27], [28], to describe the audio
spectral contents. We employ these features only to represent
the spectral change between adjacent shots, not aiming at
reflecting the change frequency in a sliding window.

Due to the video production rules and accumulated delay
brought by video acquirement devices, there commonly exists
an offset between the ASV and its associated video scene
change at most TV commercial boundaries. Thus, the audio-vi-
sual alignment [18], [19] needs to be implemented beforehand
for ASVP to find the most likely ASV position within the
neighborhood of a shot change point. In spite of that the HMM
decision-based audio-visual alignment has been introduced
by [18] and [19], its computational burden is obviously heavy
due to the use of two competitive HMMs for every candidate
position. To reduce the computational complexity, we propose
a simple but efficacious audio-visual alignment method by
seeking the maximum spectral variation position around the
shot boundary.

For each visual shot, the audio stream is segmented into a
sequence of 20-ms-long frames with an overlapping interval of

10 ms. Then, a set of multi-scale sliding windows based on the
temporal duration from 200 ms to 1 s with 200-ms interval are
employed for each frame to seek the most likely ASV position

, which is determined by

(7)

where are the th dimension of the spectral features
extracted from the right or left side of the th sliding window at
frame with the size . Whereas, and are the total number
of the dimensions of spectral features and multi-scale sliding
windows, respectively.

Given the alignment position , we further utilize a 1-s-long
symmetric window to characterize the spectral variations

around the most
likely ASV position. The ASVP is defined as the prediction
probability of a pre-built SVM classifier.

3) Silent Position Detection: The occurrence of silent audio
frames around the commercial boundaries can be reasonably
taken as another essential characteristic for CBS. That is, the
silent frames always appear at the end of commercials in most
cases owing to the audio-visual asynchrony, although they are
extremely undesirable around the intra-commercial shot bound-
aries, because the extensive use of music throughout commer-
cial reduces the possibility of silence occurring. To construct SP,
the silence detection is performed on the audio frame sequence
around each shot boundary by comparing the zero crossing rate
(ZCR) and short time energy (STE) of each frame with the
pre-defined thresholds. Once ZCR and STE are both lower than
the pre-defined thresholds, the frame is classified as silence. If
the shot contains at least one silent frame around the boundary,
the descriptor of SP for it will set to be 1; otherwise,

.

B. Collaborative Exploitation of Visual-Audio-Textual
Characteristics for CBS

In some cases, we should note that FMPI, ASVP, and SP
might not simultaneously appear in the last shot of an individual
commercial, but may gradually occur in a certain range around
the end of commercial. Thus, in order to collaboratively exploit
these characteristics, we employ a symmetrical sliding window
to explore the intrinsic correlation among FMPI, ASVP, and
SP for each shot and its contexts. That is, besides utilizing

, , and of each shot, the mean
and variance of these three characteristics of its neighborhood
shots, which are contained in both the left and right sides of the
window, are, respectively, extracted to form a 15-dimensional
combined descriptor. Then we simply exploit the SVM classi-
fier to form a consolidated semantic decision for the combined
descriptor. Particularly, the size of the temporal duration-based
sliding window is empirically set to be 4.5 s in our experiments
according to the fact that the minimum length of individual
commercials generally might not be less than 5 s.

V. EXPERIMENTAL RESULTS AND ANALYSIS

Owing to the lack of benchmark dataset for CBD and CBS,
commercial data from TRECVID’05 have been used for per-
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Fig. 12. Some results of the proposed CTD.

TABLE I
CTD PERFORMANCE COMPARISONS

formance evaluation [18]–[21]. Although TRECVID’05 is a
good open video corpus for video search task, it only comprises
small number of commercials, which leads to the limitation on
making fair performance comparisons. In order to make the
experiment analysis more convincing, we have collected from
CCTV channels 20.3 h of video data with around 1.8 million
frames, which contain 634 individual commercials covering
509 different ones. To the best of our knowledge, it might be the
biggest dataset to date for the research on commercial analysis.
Particularly, the quantity of different commercials is more than
two times as compared to the one in [18]–[21] (499 individual
commercials covering 191 different ones).

A. Performance of CTD

To evaluate the performance of the proposed CTD method,
benchmark comparisons with [24] are carried out on a dataset
of 600 key frames containing 2685 text blocks. Two metrics are
used to validate the CTD:

(8)

As clearly shown in Table I, the proposed scheme is far better
than [24] due to the interactive exploitation of the intrinsic cor-
relation between different representation spaces. Several exam-
ples of CTD results are shown in Fig. 12; it is obvious that
the proposed scheme is capable of handling some complicated
cases like the multilingual texts and slantwise directions of text
blocks.

B. Empirical Evaluation on CBD

To verify the performance of the proposed CBD scheme, we
select 8.6 h of videos containing 8723 shots as training set, 3.4
h of videos (3706 shots) for validation, and the remainder (8.3
h with 7424 shots) as testing set. Specifically, there are a total
of 2359 commercial shots and 5065 general program shots in
the testing set. The diverse types of the general program in-
clude news, sports, dramatic TV series, and entertainment pro-
grams. The measures Precision, Recall, Accuracy[13]–[16] and

[18], [19] are utilized to evaluate the performance.
1) Performance Analysis of Tri-AdaBoost: To obtain the op-

timal value for the iteration number in Tri-AdaBoost, a vali-
dation set with 1565 positive and 2141 negative samples is used

Fig. 13. Error rates of Tri-AdaBoost and AdaBoost with iteration � on the val-
idation set.

TABLE II
PERFORMANCE COMPARISONS FOR ADABOOST AND TRI-ADABOOST

to make an observation on the error rate with the variation of .
It is clear from Fig. 13 that the error rates for both AdaBoost and
Tri-AdaBoost tend to be stable around . Thus, consid-
ering the tradeoff between the classification accuracy and com-
putational burden in practical application, we set in
the following experiments. Meanwhile, with , the cor-
responding weights ’s for ’s mentioned in Algorithm II
are 0.30 (visual), 0.43 (audio), and 0.27 (textual), respectively.

Table II shows the performance comparisons for Ad-
aBoost and Tri-AdaBoost on the test set. It is evident that the
Tri-AdaBoost convincingly outperforms all original AdaBoost
methods on individual characteristics, taking advantage of the
intrinsic semantic correlation across visual, audio, and textual
characteristics. Moreover, we can see that TPVI achieves
better performance in Recall compared with VCFS and ACCR,
demonstrating the effectiveness of the essential characteristics
of the texts appearing in commercials. But it fails in Precision
and Accuracy due to the performance degeneration of CTD
with some false alarms occurred in the text area images of
general programs.

Since the types of general programs vary greatly, we also per-
form an experiment on the effectiveness of the proposed visual,
audio, and textual descriptors and the collaborative exploitation
of them, discriminating commercials from all different kinds of
general programs. It can be seen from Table III that the proposed
scheme achieves promising performance on the first three types
of general programs. But for entertainment programs, TPVI al-
most completely fails to make the correct responses. It is more
likely that entertainment programs take on many more similar
characteristics for commercials, such as drastic camera motion
and the use of music and slogan. In addition, the imperfect per-
formance of CTD is another factor leading to the serious degen-
eration of TPVI.

2) Performance Evaluation on Proposed CBD: A felicitous
sliding window size in the postprocessing has much to do
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TABLE III
PRECISION EVALUATION ON ADABOOST AND TRI-ADABOOST

FOR DIVERSE GENERAL PROGRAMS

with the performance of CBD. Larger will lead to the in-
volvement of more unwanted noise in temporal analysis; like-
wise, smaller will cause less contextual information to be
collected. Fig. 14 shows the curve of Accuracy versus on
the validation set, from which we can find a turning point around

, and thus, we set unless special spec-
ification. Moreover, the performance comparisons of our pro-
posed approach with the shared commercial detection software
Comskip 1[5] are given in Table IV. We can explicitly observe
that the proposed method convincingly outperforms Comskip
since some more intrinsic characteristics associated with com-
mercials have been exploited. In addition, the necessity of the
postprocessing is also validated as shown in Table IV with the
evident performance gains.

C. Empirical Results of CBS

To evaluate the performance of CBS, a series of experiments
are conducted on 2.48-h commercial blocks. Specifically, we se-
lect 1.05-h commercial blocks containing 270 individual com-
mercials as training samples and the remainder (composed of
364 individual ones) as a testing set.

1) Performance Evaluation on FMPI Frame Detection: We
manually collect 5915 frames comprising 1980 FMPI frames
as well as 3935 non-FMPI frames from commercial shots to
verify the performance on the FMPI frame detection. It is worth
noting that the random bi-partition strategy is adopted to build
the training and testing set. Moreover, LIBSVM 2 is employed
to learn a classifier with the RBF kernel, and the optimal
parameters and are obtained by cross-validation. Fig. 15
shows the impact of different descriptors on the discrimination
ability of FMPI frames. It is clarified that the performance of
the “Text” descriptor is unsatisfactory compared with other
descriptors, mainly stemming from some inevitable noisy text
areas brought by the automatic CTD method. Moreover, we
can observe that the combination of descriptors shows the
significant performance improvements that benefit from the
collaborative exploitation of the intrinsic visual and textual
semantic cues.

We also compare the proposed FMPI construction method to
the one 3 in [18] and [19] based on the optimal Accuracy per-
formance. The results are shown in Table V, from which we can
find an evident gain of our approach with 1.5% improvement

1In this case, all kinds of available detection methods, including black frame,
logo, scene change, fuzzy logic, closed captions, aspect ratio, and silence, were
utilized in the experiments with default parameter setting.

2The source code is available: http://www.csie.ntu.edu.tw/~cjlin/libsvm/
3The source code is available: http://nlpr-web.ia.ac.cn/english/iva/homepage/

jqwang/Demos. htm

Fig. 14. Accuracy versus window size� on the validation set.

TABLE IV
PERFORMANCE COMPARISONS WITH COMSKIP [5]

Fig. 15. Performance of combining different descriptors in FMPI detection.

TABLE V
PERFORMANCE COMPARISONS OF THE PROPOSED FMPI

DETECTION METHOD WITH [18] AND [19]

on Accuracy, owing to the use of the intrinsic textual charac-
teristics and more complementary visual cues, which were not
considered in [18] and [19].

2) Results of ASVP Classification: In order to construct a
robust ASVP classifier for CBS, 2046 ASV and 5963 non-ASV
samples are manually collected from the huge collection of
commercial shots. Half of them are randomly selected as the
training set and the rest as the testing set. To evaluate the impact
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Fig. 16. ASVP detection with and without audio-visual alignment.

TABLE VI
PERFORMANCE COMPARISONS OF THE PROPOSED ASVP

DETECTION WITHOUT AND WITH ALIGNMENT

of the audio-visual alignment process on the performance of
ASVP classifier, we test our proposed means with or without
the alignment process on the above data collection and ob-
tain two Precision-Recall curves, shown in Fig. 16. We can
explicitly observe that the proposed audio-visual alignment
process has effectively pruned a large number of incorrect ASV
positions and significantly improved the classification results.
Moreover, Accuracy-based optimal performance comparisons
of the proposed ASVP detection without and with alignment
are given in Table VI. It is clear that the 1.2% improvement
on Accuracy with the alignment demonstrates the effectiveness
and the necessity of audio-visual alignment.

3) Performance of CBS: Based on the above evaluations
on the effectiveness of the proposed construction methods for
FMPI and ASVP, we can obtain a series of reliable charac-
teristics for CBS. In order to further analyze the contributions
of different characteristics and their combinations to our pro-
posed CBS scheme, some experiments are conducted on the
2.48-h-long commercial block dataset. As illustrated in Fig. 17,
we can intuitively find that the FMPI does not achieve desir-
able results. A possible explanation is that FMPI frames occur
not only around the end of commercials but also in other por-
tions to timely highlight product information. If we rely only on
the characteristic of FMPI to segment commercial blocks, some
false alarms will be inevitable. Noticeably, SP achieves the best
performance. Reduction of false alarms in CBS is partially due
to the robustness of the detection approach. Moreover, the com-
binations of different characteristics show the significant gains
benefiting from the collaborative exploitation of the intrinsic vi-
sual-audio-textual characteristics.

Table VII highlights the Accuracy-based optimal perfor-
mance of each characteristic and their combination. It is
clarified by Table VII that our CBS method has achieved

Fig. 17. Precision versus Recall of different characteristics and their combina-
tions for CBS.

TABLE VII
PERFORMANCE COMPARISONS OF INDIVIDUAL CHARACTERISTICS

AND THEIR COMBINATION FOR CBS

promising performance with Accuracy of 97.80%, which ev-
idently outperforms all individual characteristics due to the
exploitation of the collaborative relations among them.

VI. CONCLUSION

In this paper, we have presented a unified solution for com-
mercial block detection and segmentation based on the collab-
orative exploitation of the intrinsic visual-audio-textual charac-
teristics. In addition to utilizing the widely applied audio-visual
descriptors, an abundance of textual characteristics associated
with TV commercials are fully exploited to describe the diverse
intrinsic characteristics for CBD and CBS, respectively. More-
over, we introduce an interactive ensemble learning method, i.e.,
Tri-AdaBoost, to form a consolidated semantic fusion across vi-
sual, audio, and textual characteristics. The promising experi-
mental results on large video data collections have shown the
effectiveness of the proposed scheme.
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